
CHAPTER			12
Selecting	a	Sample

	

In	this	chapter	you	will	learn	about:
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The	differences	between	sampling	in	quantitative	and	qualitative	research

The	 selection	 of	 a	 sample	 in	 quantitative	 and	 qualitative	 research	 is	 guided	 by	 two	 opposing
philosophies.	In	quantitative	research	you	attempt	to	select	a	sample	in	such	a	way	that	 it	 is	unbiased
and	represents	the	population	from	where	it	is	selected.	In	qualitative	research,	number	considerations



may	influence	the	selection	of	a	sample	such	as:	the	ease	in	accessing	the	potential	respondents;	your
judgement	that	the	person	has	extensive	knowledge	about	an	episode,	an	event	or	a	situation	of	interest
to	you;	how	typical	the	case	is	of	a	category	of	individuals	or	simply	that	it	is	totally	different	from	the
others.	You	make	every	effort	 to	select	either	a	case	that	 is	similar	to	the	rest	of	the	group	or	the	one
which	is	totally	different.	Such	considerations	are	not	acceptable	in	quantitative	research.
The	purpose	of	sampling	in	quantitative	research	is	to	draw	inferences	about	the	group	from	which

you	 have	 selected	 the	 sample,	 whereas	 in	 qualitative	 research	 it	 is	 designed	 either	 to	 gain	 in-depth
knowledge	about	a	situation/event/episode	or	to	know	as	much	as	possible	about	different	aspects	of	an
individual	on	the	assumption	that	the	individual	is	typical	of	the	group	and	hence	will	provide	insight
into	the	group.
Similarly,	the	determination	of	sample	size	in	quantitative	and	qualitative	research	is	based	upon	the

two	different	philosophies.	In	quantitative	research	you	are	guided	by	a	predetermined	sample	size	that
is	 based	 upon	 a	 number	 of	 other	 considerations	 in	 addition	 to	 the	 resources	 available.	 However,	 in
qualitative	research	you	do	not	have	a	predetermined	sample	size	but	during	the	data	collection	phase
you	 wait	 to	 reach	 a	 point	 of	 data	 saturation.	 When	 you	 are	 not	 getting	 new	 information	 or	 it	 is
negligible,	 it	 is	 assumed	you	 have	 reached	 a	 data	 saturation	 point	 and	 you	 stop	 collecting	 additional
information.
Considerable	 importance	 is	placed	on	 the	sample	size	 in	quantitative	 research,	depending	upon	 the

type	of	study	and	the	possible	use	of	the	findings.	Studies	which	are	designed	to	formulate	policies,	to
test	associations	or	relationships,	or	 to	establish	impact	assessments	place	a	considerable	emphasis	on
large	sample	size.	This	is	based	upon	the	principle	that	a	larger	sample	size	will	ensure	the	inclusion	of
people	with	diverse	backgrounds,	 thus	making	the	sample	representative	of	 the	study	population.	The
sample	size	in	qualitative	research	does	not	play	any	significant	role	as	the	purpose	is	to	study	only	one
or	a	few	cases	in	order	to	identify	the	spread	of	diversity	and	not	its	magnitude.	In	such	situations	the
data	saturation	stage	during	data	collection	determines	the	sample	size.
In	 quantitative	 research,	 randomisation	 is	 used	 to	 avoid	 bias	 in	 the	 selection	 of	 a	 sample	 and	 is

selected	in	such	a	way	that	it	represents	the	study	population.	In	qualitative	research	no	such	attempt	is
made	in	selecting	a	sample.	You	purposely	select	‘information-rich’	respondents	who	will	provide	you
with	the	information	you	need.	In	quantitative	research,	this	is	considered	a	biased	sample.
Most	of	 the	sampling	strategies,	 including	some	non-probability	ones,	described	in	this	chapter	can

be	 used	 when	 undertaking	 a	 quantitative	 study	 provided	 it	 meets	 the	 requirements.	 However,	 when
conducting	a	qualitative	study	only	the	non-probability	sampling	designs	can	be	used.

FIGURE	12.1			The	concept	of	sampling



Sampling	in	quantitative	research

The	concept	of	sampling

Let	us	take	a	very	simple	example	to	explain	the	concept	of	sampling.	Suppose	you	want	to	estimate	the
average	 age	 of	 the	 students	 in	 your	 class.	 There	 are	 two	ways	 of	 doing	 this.	 The	 first	method	 is	 to
contact	all	students	in	the	class,	find	out	their	ages,	add	them	up	and	then	divide	this	by	the	number	of
students	(the	procedure	for	calculating	an	average).	The	second	method	is	to	select	a	few	students	from
the	class,	ask	them	their	ages,	add	them	up	and	then	divide	by	the	number	of	students	you	have	asked.
From	this	you	can	make	an	estimate	of	the	average	age	of	the	class.	Similarly,	suppose	you	want	to	find
out	the	average	income	of	families	living	in	a	city.	Imagine	the	amount	of	effort	and	resources	required
to	go	 to	every	 family	 in	 the	city	 to	 find	out	 their	 income!	You	could	 instead	 select	 a	 few	 families	 to
become	the	basis	of	your	enquiry	and	then,	from	what	you	have	found	out	from	the	few	families,	make
an	estimate	of	the	average	income	of	families	in	the	city.	Similarly,	election	opinion	polls	can	be	used.
These	are	based	upon	a	very	small	group	of	people	who	are	questioned	about	their	voting	preferences
and,	on	the	basis	of	these	results,	a	prediction	is	made	about	the	probable	outcome	of	an	election.
Sampling,	therefore,	is	the	process	of	selecting	a	few	(a	sample)	from	a	bigger	group	(the	sampling

population)	 to	become	 the	basis	 for	 estimating	or	predicting	 the	prevalence	of	 an	unknown	piece	of
information,	situation	or	outcome	regarding	the	bigger	group.	A	sample	is	a	subgroup	of	the	population
you	are	interested	in.	See	Figure	12.1.
This	process	of	selecting	a	sample	from	the	total	population	has	advantages	and	disadvantages.	The

advantages	are	that	it	saves	time	as	well	as	financial	and	human	resources.	However,	the	disadvantage	is
that	you	do	not	find	out	the	information	about	the	population’s	characteristics	of	interest	to	you	but	only
estimate	or	predict	them.	Hence,	the	possibility	of	an	error	in	your	estimation	exists.
Sampling,	therefore,	is	a	trade-off	between	certain	benefits	and	disadvantages.	While	on	the	one	hand

you	 save	 time	 and	 resources,	 on	 the	 other	 hand	 you	may	 compromise	 the	 level	 of	 accuracy	 in	 your
findings.	Through	sampling	you	only	make	an	estimate	about	the	actual	situation	prevalent	in	the	total
population	 from	 which	 the	 sample	 is	 drawn.	 If	 you	 ascertain	 a	 piece	 of	 information	 from	 the	 total
sampling	 population,	 and	 if	 your	 method	 of	 enquiry	 is	 correct,	 your	 findings	 should	 be	 reasonably
accurate.	However,	if	you	select	a	sample	and	use	this	as	the	basis	from	which	to	estimate	the	situation
in	 the	 total	 population,	 an	 error	 is	 possible.	 Tolerance	 of	 this	 possibility	 of	 error	 is	 an	 important
consideration	in	selecting	a	sample.

Sampling	terminology

Let	us,	again,	consider	the	examples	used	above	where	our	main	aims	are	to	find	out	the	average	age	of
the	 class,	 the	 average	 income	of	 the	 families	 living	 in	 the	 city	 and	 the	 likely	 election	 outcome	 for	 a
particular	state	or	country.	Let	us	assume	that	you	adopt	the	sampling	method	–	that	is,	you	select	a	few
students,	families	or	electorates	to	achieve	these	aims.	In	this	process	there	are	a	number	of	aspects:
	

The	class,	families	living	in	the	city	or	electorates	from	which	you	select	you	select	your	sample
are	called	the	population	or	study	population,	and	are	usually	denoted	by	the	letter	N.
The	small	group	of	students,	families	or	electors	from	whom	you	collect	the	required	information
to	estimate	the	average	age	of	the	class,	average	income	or	the	election	outcome	is	called	the
sample.



The	number	of	students,	families	or	electors	from	whom	you	obtain	the	required	information	is
called	the	sample	size	and	is	usually	denoted	by	the	letter	n.
The	way	you	select	students,	families	or	electors	is	called	the	sampling	design	or	sampling
strategy.
Each	student,	family	or	elector	that	becomes	the	basis	for	selecting	your	sample	is	called	the
sampling	unit	or	sampling	element.
A	list	identifying	each	student,	family	or	elector	in	the	study	population	is	called	the	sampling
frame.	If	all	elements	in	a	sampling	population	cannot	be	individually	identified,	you	cannot	have
a	sampling	frame	for	that	study	population.
Your	findings	based	on	the	information	obtained	from	your	respondents	(sample)	are	called	sample
statistics.	Your	sample	statistics	become	the	basis	of	estimating	the	prevalence	of	the	above
characteristics	in	the	study	population.
Your	main	aim	is	to	find	answers	to	your	research	questions	in	the	study	population,	not	in	the
sample	you	collected	information	from.	From	sample	statistics	we	make	an	estimate	of	the	answers
to	our	research	questions	in	the	study	population.	The	estimates	arrived	at	from	sample	statistics
are	called	population	parameters	or	the	population	mean.

Principles	of	sampling

The	 theory	 of	 sampling	 is	 guided	 by	 three	 principles.	 To	 effectively	 explain	 these,	 we	 will	 take	 an
extremely	simple	example.	Suppose	there	are	four	individuals	A,	B,	C	and	D.	Further	suppose	that	A	is
18	years	of	age,	B	is	20,	C	is	23	and	D	is	25.	As	you	know	their	ages,	you	can	find	out	(calculate)	their
average	age	by	simply	adding	18	+	20	+	23	+	25	=	86	and	dividing	by	4.	This	gives	the	average	(mean)
age	of	A,	B,	C	and	D	as	21.5	years.
Now	let	us	suppose	that	you	want	to	select	a	sample	of	two	individuals	to	make	an	estimate	of	the

average	age	of	the	four	individuals.	To	select	an	unbiased	sample,	we	need	to	make	sure	that	each	unit
has	 an	 equal	 and	 independent	 chance	 of	 selection	 in	 the	 sample.	Randomisation	 is	 a	 process	 that
enables	 you	 to	 achieve	 this.	 In	 order	 to	 achieve	 randomisation	 we	 use	 the	 theory	 of	 probability	 in
forming	pairs	which	will	provide	us	with	six	possible	combinations	of	two:	A	and	B;	A	and	C;	A	and	D;
B	and	C;	B	and	D;	 and	C	and	D.	Let	us	 take	each	of	 these	pairs	 to	 calculate	 the	 average	age	of	 the
sample:
	

1.	 A	+	B	=	18	+	20	=	38/2	=	19.0	years;
2.	 A	+	C	=	18	+	23	=	41/2	=	20.5	years;
3.	 A	+	D	=	18	+	25	=	43/2	=	21.5	years;
4.	 B	+	C	=	20	+	23	=	43/2	=	21.5	years;
5.	 B	+	D	=	20	+	25	=	45/2	=	22.5	years;
6.	 C	+	D	=	23	+	25	=	48/2	=	24.0	years.

Notice	 that	 in	most	 cases	 the	average	age	calculated	on	 the	basis	of	 these	 samples	of	 two	 (sample
statistics)	is	different.	Now	compare	these	sample	statistics	with	the	average	of	all	four	individuals	–	the
population	 mean	 (population	 parameter)	 of	 21.5	 years.	 Out	 of	 a	 total	 of	 six	 possible	 sample
combinations,	 only	 in	 the	 case	 of	 two	 is	 there	 no	 difference	 between	 the	 sample	 statistics	 and	 the
population	mean.	Where	there	is	a	difference,	this	is	attributed	to	the	sample	and	is	known	as	sampling
error.	 Again,	 the	 size	 of	 the	 sampling	 error	 varies	 markedly.	 Let	 us	 consider	 the	 difference	 in	 the
sample	statistics	and	the	population	mean	for	each	of	the	six	samples	(Table	12.1).



TABLE	12.1			The	difference	between	sample	statistics	and	the	population	mean

This	analysis	suggests	a	very	important	principle	of	sampling:

Principle	1	 –	 in	 a	majority	 of	 cases	 of	 sampling	 there	will	 be	 a	 difference	 between	 the	 sample
statistics	and	 the	 true	population	mean,	which	 is	 attributable	 to	 the	 selection	of	 the	units	 in	 the
sample.

To	understand	the	second	principle,	let	us	continue	with	the	above	example,	but	instead	of	a	sample
of	two	individuals	we	take	a	sample	of	three.	There	are	four	possible	combinations	of	three	that	can	be
drawn:
	

1.	 1	A	+	B	+	C	=	18	+	20	+	23	=	61/3	=	20.33	years;
2.	 2	A	+	B	+	D	=	18	+	20	+	25	=	63/3	=	21.00	years;
3.	 3	A	+	C	+	D	=	18	+	23	+	25	=	66/3	=	22.00	years;
4.	 4	B	+	C	+	D	=	20	+	23	+	25	=	68/3	=	22.67	years.

Now,	 let	 us	 compare	 the	 difference	 between	 the	 sample	 statistics	 and	 the	 population	mean	 (Table
12.2).

TABLE	12.2			The	difference	between	a	sample	and	a	population	average

Compare	 the	 differences	 calculated	 in	 Table	 12.1	 and	 Table	 12.2.	 In	 Table	 12.1	 the	 difference
between	the	sample	statistics	and	the	population	mean	lies	between	–2.5	and	+2.5	years,	whereas	in	the
second	it	is	between	–1.17	and	+1.17	years.	The	gap	between	the	sample	statistics	and	the	population
mean	 is	 reduced	 in	 Table	 12.2.	 This	 reduction	 is	 attributed	 to	 the	 increase	 in	 the	 sample	 size.	 This,
therefore,	leads	to	the	second	principle:

Principle	2	–	 the	greater	 the	 sample	 size,	 the	more	accurate	 the	 estimate	of	 the	 true	population
mean.

The	third	principle	of	sampling	is	particularly	important	as	a	number	of	sampling	strategies,	such	as
stratified	 and	cluster	 sampling,	 are	based	on	 it.	To	understand	 this	principle,	 let	 us	 continue	with	 the
same	 example	 but	 use	 slightly	 different	 data.	 Suppose	 the	 ages	 of	 four	 individuals	 are	 markedly



different:	A	=	18,	B	=	26,	C	=	32	and	D	=	40.	In	other	words,	we	are	visualising	a	population	where	the
individuals	with	respect	to	age	–	the	variable	we	are	interested	in	–	are	markedly	different.
Let	us	follow	the	same	procedure,	selecting	samples	of	two	individuals	at	a	time	and	then	three.	If	we

work	through	the	same	procedures	(described	above)	we	will	find	that	the	difference	in	the	average	age
in	the	case	of	samples	of	two	ranges	between	–7.00	and	+	7.00	years	and	in	the	case	of	the	sample	of
three	 ranges	 between	 –3.67	 and	 +3.67.	 In	 both	 cases	 the	 range	 of	 the	 difference	 is	 greater	 than
previously	calculated.	This	is	attributable	to	the	greater	difference	in	the	ages	of	the	four	individuals	–
the	 sampling	 population.	 In	 other	 words,	 the	 sampling	 population	 is	 more	 heterogeneous	 (varied	 or
diverse)	in	regard	to	age.

Principle	3	 –	 the	 greater	 the	 difference	 in	 the	 variable	 under	 study	 in	 a	 population	 for	 a	 given
sample	size,	the	greater	the	difference	between	the	sample	statistics	and	the	true	population	mean.

These	principles	are	crucial	to	keep	in	mind	when	you	are	determining	the	sample	size	needed	for	a
particular	level	of	accuracy,	and	in	selecting	the	sampling	strategy	best	suited	to	your	study.

Factors	affecting	the	inferences	drawn	from	a	sample

The	above	principles	suggest	that	two	factors	may	influence	the	degree	of	certainty	about	the	inferences
drawn	from	a	sample:
	

1.	 The	size	of	the	sample	–	Findings	based	upon	larger	samples	have	more	certainty	than	those	based
on	smaller	ones.	As	a	rule,	the	larger	the	sample	size,	the	more	accurate	the	findings.

2.	 The	extent	of	variation	in	the	sampling	population	–	The	greater	the	variation	in	the	study
population	with	respect	to	the	characteristics	under	study,	for	a	given	sample	size,	the	greater	the
uncertainty.	(In	technical	terms,	the	greater	the	standard	deviation,	the	higher	the	standard	error	for
a	given	sample	size	in	your	estimates.)	If	a	population	is	homogeneous	(uniform	or	similar)	with
respect	to	the	characteristics	under	study,	a	small	sample	can	provide	a	reasonably	good	estimate,
but	if	it	is	heterogeneous	(dissimilar	or	diversified),	you	need	to	select	a	larger	sample	to	obtain	the
same	level	of	accuracy.	Of	course,	if	all	the	elements	in	a	population	are	identical,	then	the
selection	of	even	one	will	provide	an	absolutely	accurate	estimate.	As	a	rule,	the	higher	the
variation	with	respect	to	the	characteristics	under	study	in	the	study	population,	the	greater	the
uncertainty	for	a	given	sample	size.

Aims	in	selecting	a	sample

When	 you	 select	 a	 sample	 in	 quantitative	 studies	 you	 are	 primarily	 aiming	 to	 achieve	 maximum
precision	in	your	estimates	within	a	given	sample	size,	and	avoid	bias	in	the	selection	of	your	sample.
Bias	in	the	selection	of	a	sample	can	occur	if:

	

sampling	is	done	by	a	non-random	method	–	that	is,	if	the	selection	is	consciously	or
unconsciously	influenced	by	human	choice;
the	sampling	frame	–	list,	index	or	other	population	records	–	which	serves	as	the	basis	of



selection,	does	not	cover	the	sampling	population	accurately	and	completely;
a	section	of	a	sampling	population	is	impossible	to	find	or	refuses	to	co-operate.

Types	of	sampling

The	various	sampling	strategies	in	quantitative	research	can	be	categorised	as	follows	(Figure	12.2):

FIGURE	12.2			Types	of	sampling	in	quantitative	research
	

random/probability	sampling	designs;
non-random/non-probability	sampling	designs	selecting	a	predetermined	sample	size;
‘mixed’	sampling	design.

To	understand	these	designs,	we	will	discuss	each	type	individually.

Random/probability	sampling	designs

For	a	design	to	be	called	random	sampling	or	probability	sampling,	it	is	imperative	that	each	element
in	the	population	has	an	equal	and	independent	chance	of	selection	in	the	sample.	Equal	implies	that	the



probability	of	selection	of	each	element	in	the	population	is	the	same;	that	is,	the	choice	of	an	element
in	 the	 sample	 is	 not	 influenced	 by	 other	 considerations	 such	 as	 personal	 preference.	 The	 concept	 of
independence	means	that	the	choice	of	one	element	is	not	dependent	upon	the	choice	of	another	element
in	 the	 sampling;	 that	 is,	 the	 selection	 or	 rejection	 of	 one	 element	 does	 not	 affect	 the	 inclusion	 or
exclusion	of	another.	To	explain	these	concepts	let	us	return	to	our	example	of	the	class.
Suppose	there	are	80	students	in	the	class.	Assume	20	of	these	refuse	to	participate	in	your	study.	You

want	the	entire	population	of	80	students	in	your	study	but,	as	20	refuse	to	participate,	you	can	only	use
a	sample	of	60	students.	The	20	students	who	refuse	to	participate	could	have	strong	feelings	about	the
issues	you	wish	to	explore,	but	your	findings	will	not	reflect	their	opinions.	Their	exclusion	from	your
study	means	 that	each	of	 the	80	students	does	not	have	an	equal	chance	of	selection.	Therefore,	your
sample	does	not	represent	the	total	class.
The	same	could	apply	to	a	community.	In	a	community,	in	addition	to	the	refusal	to	participate,	let	us

assume	 that	 you	 are	 unable	 to	 identify	 all	 the	 residents	 living	 in	 the	 community.	 If	 a	 significant
proportion	 of	 people	 cannot	 be	 included	 in	 the	 sampling	 population	 because	 they	 either	 cannot	 be
identified	or	 refuse	 to	participate,	 then	any	sample	drawn	will	not	give	each	element	 in	 the	sampling
population	an	equal	chance	of	being	selected	in	the	sample.	Hence,	the	sample	will	not	be	representative
of	the	total	community.
To	understand	 the	concept	of	 an	 independent	 chance	of	 selection,	 let	us	assume	 that	 there	are	 five

students	in	the	class	who	are	extremely	close	friends.	If	one	of	them	is	selected	but	refuses	to	participate
because	the	other	four	are	not	chosen,	and	you	are	therefore	forced	to	select	either	the	five	or	none,	then
your	sample	will	not	be	considered	an	independent	sample	since	the	selection	of	one	is	dependent	upon
the	selection	of	others.	The	same	could	happen	in	the	community	where	a	small	group	says	that	either
all	of	them	or	none	of	them	will	participate	in	the	study.	In	these	situations	where	you	are	forced	either
to	 include	 or	 to	 exclude	 a	 part	 of	 the	 sampling	 population,	 the	 sample	 is	 not	 considered	 to	 be
independent,	 and	 hence	 is	 not	 representative	 of	 the	 sampling	 population.	However,	 if	 the	 number	 of
refusals	is	fairly	small,	in	practical	terms,	it	should	not	make	the	sample	non-representative.	In	practice
there	are	always	some	people	who	do	not	want	to	participate	in	the	study	but	you	only	need	to	worry	if
the	number	is	significantly	large.
A	 sample	 can	only	be	 considered	a	 random/probability	 sample	 (and	 therefore	 representative	of	 the

population	 under	 study)	 if	 both	 these	 conditions	 are	met.	Otherwise,	 bias	 can	 be	 introduced	 into	 the
study.
There	are	two	main	advantages	of	random/probability	samples:

	

1.	 As	they	represent	the	total	sampling	population,	the	inferences	drawn	from	such	samples	can	be
generalised	to	the	total	sampling	population.

2.	 Some	statistical	tests	based	upon	the	theory	of	probability	can	be	applied	only	to	data	collected
from	random	samples.	Some	of	these	tests	are	important	for	establishing	conclusive	correlations.

Methods	of	drawing	a	random	sample

Of	the	methods	that	you	can	adopt	to	select	a	random	sample	the	three	most	common	are:
	

1.	 The	fishbowl	draw	–	if	your	total	population	is	small,	an	easy	procedure	is	to	number	each
element	using	separate	slips	of	paper	for	each	element,	put	all	the	slips	into	a	box	and	then	pick
them	out	one	by	one	without	looking,	until	the	number	of	slips	selected	equals	the	sample	size	you



decided	upon.	This	method	is	used	in	some	lotteries.
2.	 Computer	program	–	there	are	a	number	of	programs	that	can	help	you	to	select	a	random

sample.
3.	 A	table	of	randomly	generated	numbers	–	most	books	on	research	methodology	and	statistics

include	a	table	of	randomly	generated	numbers	in	their	appendices	(see,	e.g.,	Table	12.3).	You	can
select	your	sample	using	these	tables	according	to	the	procedure	described	in	Figure	12.3.

The	procedure	for	selecting	a	sample	using	a	table	of	random	numbers	is	as	follows:
Let	us	 take	an	example	 to	 illustrate	 the	use	of	Table	12.3	for	 random	numbers.	Let	us	assume	that

your	sampling	population	consists	of	256	individuals.	Number	each	individual	from	1	to	256.	Randomly
select	the	starting	page,	set	of	column	(1	to	10)	or	row	from	the	table	and	then	identify	three	columns	or
rows	of	numbers.
Suppose	 you	 identify	 the	 ninth	 column	 of	 numbers	 and	 the	 last	 three	 digits	 of	 this	 column

(underlined).	 Assume	 that	 you	 are	 selecting	 10	 per	 cent	 of	 the	 total	 population	 as	 your	 sample	 (25
elements).	Let	us	go	through	the	numbers	underlined	in	 the	ninth	set	of	columns.	The	first	number	 is
049	which	is	below	256	(total	population);	hence,	the	49th	element	becomes	a	part	of	your	sample.	The
second	number,	319,	is	more	than	the	total	elements	in	your	population	(256);	hence,	you	cannot	accept
the	319th	element	in	the	sample.	The	same	applies	to	the	next	element,	758,	and	indeed	the	next	five
elements,	 589,	 507,	 483,	 487	 and	 540.	After	 540	 is	 232,	 and	 as	 this	 number	 is	within	 the	 sampling
frame,	it	can	be	accepted	as	a	part	of	the	sample.	Similarly,	if	you	follow	down	the	same	three	digits	in
the	same	column,	you	select	052,	029,	065,	246	and	161,	before	you	come	to	the	element	029	again.	As
the	29th	element	has	already	been	selected,	go	 to	 the	next	number,	and	so	on	until	25	elements	have
been	 chosen.	 Once	 you	 have	 reached	 the	 end	 of	 a	 column,	 you	 can	 either	 move	 to	 the	 next	 set	 of
columns	or	randomly	select	another	one	in	order	to	continue	the	process	of	selection.	For	example,	the
25	elements	shown	in	Table	12.4	are	selected	from	the	ninth,	tenth	and	second	columns	of	Table	12.3.

TABLE	12.3			Selecting	a	sample	using	a	table	for	random	numbers



Source:	Statistical	Tables,	3e,	by	F.	James	Rohlf	and	Robert	R.	Sokal.	Copyright	©	1969,	1981,	1994	by	W.H.	Freeman	and	Company.
Used	with	permission.

FIGURE	12.3			The	procedure	for	using	a	table	of	random	numbers

TABLE	12.4			Selected	elements	using	the	table	of	random	numbers


